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The dynamic correlations that emerge in a polymer system in supercooling conditions have been
studied using molecular dynamic simulations. It is known that when a glass former approaches the
glass transition temperature, the dynamics of the system (in terms of the mobilities of the particles)
not only significantly slows down but also becomes more heterogeneous. Several theories relate this
slowing down to increasing spatial (structural) correlations, for example, through the onset of coop-
erative relaxation regions in the Adam-Gibbs theory. In this work, we employ Pearson’s coefficient
in the isoconfigurational ensemble (ICE) which allows us to study the dynamic correlations of the
monomers in the ICE and establish the relation between the structure of the monomers and its dynamic
behavior. Similar to what happens with mobility, monomers with highest correlation are clustered,
and the clustering increases with decreasing temperature. An interesting result is that regions with
high ICE dynamic correlation are not coincident with highly mobile or immobile regions. These
results represent a new approach to the study of dynamic heterogeneity that emerges in glass forming
liquids, complementing the more traditional characterization in terms of mobility. The methodology
proposed in this work that characterize the connected dynamic regions to structural causes can repre-
sent an alternative way to observe the cooperative relaxation regions. Published by AIP Publishing.
https://doi.org/10.1063/1.5039644

I. INTRODUCTION

After decades of research devoted to it, the glass tran-
sition is still not fully understood and remains a subject of
great interest in the physics of condensed matter.1–3 One of
the most striking features of the glass transition is that, as it
is approached, there is a huge increase in viscosity (or equiv-
alently α-relaxation time) with relatively small decreases in
temperature. Identifying the mechanisms that are responsible
for the slowing down of the dynamics of supercooled liquids
is still an open problem.4

There is general consensus that glass-forming liquids are
dynamically heterogeneous, exhibiting a significant fraction
of particles with extreme high or low mobility relative to the
mean, whose positions are spatially correlated. Furthermore,
experiments strongly suggest the occurrence of cooperative
processes in glass-forming liquids, which, in turn, implies
growing length scales that describe the spatial extent of cor-
related or cooperatively rearranging regions (CRRs), a term
first used by Adam-Gibbs5 in their heuristic description of
glassy dynamics. In particular, they proposed that reorgani-
zation in a liquid occurs via the CRRs, where the activation
energy for relaxation is extensive in the number of atoms or
molecules that make up the CRR. A qualitatively similar, but
much more detailed, theoretical description is obtained within
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the framework of the random first order transition (RFOT) the-
ory.6,7 At low temperatures, the glass-former is described as
a mosaic of correlated domains that rearrange in a thermally
activated, collective manner such that static and dynamic cor-
relations coincide and grow with the viscosity. Derived from
this mosaic scenario, the concept of amorphous order emerges
in supercooled liquids. This structural order can be consid-
ered as the number of possible equilibrium configurations
available to the liquid, which decreases when the temperature
decreases.

One of the questions that still do not have a definitive
answer is whether the glass transition is a purely dynamical
phenomenon or if it is related to a thermodynamic transition
(associated with a change in the structure). In large-scale com-
puter simulations, it was observed that the most mobile clusters
can be further divided into groups of atoms or molecules that
move cooperatively in a roughly string-like fashion.8–11 The
particles that present this dynamic behavior are identified as
belonging to CRRs, and this describes the scenarios of the
Adam-Gibbs and RFOT theory fairly well.11

Understanding the nature of the dynamical hetero-
geneities and how are they affected by the initial molecular
configuration (structure) of the system might be the key to
understanding the glass transition itself. The identification of
a correlation between the structure and dynamic heterogene-
ity would allow us to discover the universal origin of slow
dynamics in the glassy state. There have been many interest-
ing studies in the last years trying to relate the heterogeneous
dynamics with structural aspects,12–23 but there are also other
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approaches suggesting that structure is not dominant in the
glass transition.24

In particular, the iso-configurational ensemble method
(ICEM) ideated by Widmer-Cooper and Harrowel25 appears
as a very useful tool for this objective. The method consists
in running a large number of simulations, all of them with the
same initial configuration but different initial velocities. In this
way, any dynamic correlation existing in the different runs of
the ICE must have a structural origin, as the initial configu-
ration is the only thing in common between the trajectories.
This method was applied to systems of attractive spheres and
allowed to identify regions of high mobility and low mobil-
ity that are defined by the initial configuration, as well as the
presence of correlations (between different trajectories of the
ICE, measured through Pearson’s correlation coefficient) in the
displacement of neighbouring particles.26–28 Near the Tg, the
spatial heterogeneities are immediately evident in the isocon-
figurational displacement (or propensity) field. Surprisingly,
however, simple structural quantities, such as free volume and
local potential energy, show little correlation with the hetero-
geneity in the propensity.29 In some models, localized soft
modes appear to correlate strongly with propensity at short
time scales.30

Other approach, more specific in terms of structure, sug-
gests that particles with low mobility or propensity tend to
be found in certain locally preferred structures (LPS) with
an increase in supercooling.31–33 A striking result is that the
relation between LPS and dynamical slowdown is highly
system dependent.34 Consequently, this approach seems to
offer little hope of attaining a universal theory of glass
transition.

An alternative approach to those cited is the point-to-set
method.35 Among the interesting results obtained with this
technique is the finding that the order-agnostic PtS correlation
length grows faster than simpler static lengths in various glass-
forming liquids as Tg is approached, supporting the RFOT
scenario.35–39 Nevertheless, while both lengths, the dynamic
as determined by the four-point correlation length ξ4 and the
static ξPtS , seem to universally increase upon cooling, the
relation between the two remains unclear, and in the numeri-
cally accessible regime over which they have been determined,
they grow at different rates, the former more rapidly than
the latter. Kob et al.40 found a non-monotonic behavior of
a dynamic correlation length around TMCT . Recently a non-
monotonic evolution of dynamical correlations in colloidal
liquids41 was unveiled. If, as these results show, ξ4 exhibits a
different scaling with temperature upon approaching the glass
transition, a coincidence of structural and dynamic lengths at
low temperature is possible, although this approach is also
controversial.42,43

Another possible solution to the discrepancy observed
between static and dynamic lengths could be that ξ4 is not
representative of dynamic lengthscales. Recently Dunleavy
et al.,44 through the mutual information in the ICE displace-
ment probability distributions of pairs of particles, found two
modes of correlated motion associated with distinct geomet-
ric motifs and local density. The dynamic correlation lengths
that they computed by an information theoretic approach are
similar to those found directly from structural quantities.

The aim of this work is to study dynamical heterogeneities
and correlations between particles for a coarse-grained poly-
mer model. We study the dynamic correlations that emerge in
an isoconfigurational assembly but considering relative move-
ments of each particle with respect to its propensity. This
dynamic correlation was calculated by the Pearson correlation
coefficient, which reflects the degree of displacement correla-
tion between specific pairs of particles through all the runs of
the ICE and like the propensity for motion has a structural
correlation. Moreover, the chain connectivity in polymeric
materials is an extra factor that strongly affects the dynam-
ical behavior, so understanding the glass transition in these
systems poses an extra challenge.45 The results of this work
show that this magnitude presents a behavior very similar to
the non-Gaussian parameter. It was found that particles with
highest correlation are clustered like the mobile and immo-
bile particles but do not integrate the same clusters. This
approach promotes an alternative way of observing dynamic
heterogeneities.

II. METHODOLOGY

In this section, the details of the simulation model and
computational methods for the dense bead-spring polymer
melt are described. The polymer molecules are modeled by
soft-core spheres and stretching/bending springs with freely
rotating chains (FRC).46,47 All monomers interact through the
Lennard-Jones potential,

U(rij) = 4ε


(
σ

rij

)12

−

(
σ

rij

)6
, (1)

where rij is the distance between the beads i and j, σ is the
distance at which the interparticle potential is zero, and ε is
the depth of the potential at the minimum. Both parameters
take the value of 1. U(rij) is truncated for rij greater than 2.0 σ
with the long-tail correction applied. In addition, the bonded
neighbors in a chain interact through the finitely extensible
nonlinear elastic (FENE) bond potential Ubond ,

Ubond(rij) = −15R2
0 ln

[
1 −

(
rij/R0

)2
]
, (2)

where R0 = 1.5σ is the maximum length of the bond.
Simulations were implemented using the open-source

software LAMMPS.48 The time step for integration was
dt = 0.01τ, where τ is the unit of time τ = (mσ2/ε)0.5 and m
is the mass of the bead (m = 1). The Nosé-Hoover thermostat
and Andersen barostat were used to control the temperature
T and the pressure P of the system, respectively. For all the
simulations in this study, the pressure of the system was set
to zero (P = 0). Our results are primarily based on molecular
dynamics (MD) simulations of a melt containing 133 chains
of bead-spring polymers, each chain containing 30 monomers.
This chain length represents a non-entangled polymer. In some
cases, systems with 2000 chains were analyzed in order to
improve the statistics.

The system was equilibrated by generating runs of 100
τα(T) in the NPT ensemble and then 100 τα(T) in the NVT
ensemble. Finally, NVT and NVE were alternated for a period
of 20 τα(T). This was done at each temperature studied. Full
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equilibration at each temperature was verified by the absence
of drift in thermodynamic magnitudes and by the absence
of aging. The NVE ensemble was used for production runs
and for latter production of the ICEM. For T > 0.47, every
system under study can be equilibrated within a reasonable
computation time, but the lowest temperature studied in this
work was 0.50, limited by the computation time required
by the ICEM. At each studied temperature, 15 ICEs were
generated, each one starting from equilibrated configurations
obtained from independent trajectories. The ICE consisted of
500 trajectories.

III. RESULTS AND DISCUSSION
A. Characteristic times

First, two dynamic characteristic times of a glass former,
the structural relaxation time, τα, and the time of maximum
dynamical heterogeneity, t∗, are calculated.

In order to determine τα, the incoherent intermediate
scattering function is calculated, which is defined as

Fs(q0, t) =
1
N

N∑
i=1

〈exp
[
iq0

(��ri(t) − ri(0)��
)]
〉, (3)

where N is the number of monomers and q0 is the wavenum-
ber corresponding to the first peak of the g(r) function.
Figure 1 shows this function at different temperatures. At
high temperature, it behaves as a single decaying exponen-
tial (single relaxation mechanism), but at lower temperatures
(close to Tg), there is a two-step decay: a short time relaxation
(β relaxation) and a long time relaxation (structural or α relax-
ation). This is a characteristic behavior of glass-formers in the
supercooled regime.49 One of the main achievements of MCT
was the ability to predict this behavior.50 Relaxation times are
defined as F(q0, τα) = e−1.

Dynamic heterogeneity can be related to a non-Gaussian
distribution of particle mobility;51 high-mobility particles
(relaxing in a time scale of t∗) are associated with diffusion,
while low mobility particles (time scale of τα) are related to

FIG. 1. Incoherent intermediate scattering function at different temperatures.
At high temperatures, a single relaxation mechanism is observed, while at
lower temperatures, two different relaxation processes exist (α and β). Struc-
tural relaxation time is defined as the time that F(q0, τα) = e−1, where vector
q0 corresponds to the first peak of the structure factor.

viscosity.11 Time t∗, which is smaller than τα, represents the
time at which heterogeneity in particle mobility is the largest.
Several ways to define t∗, based in different parameters, have
been used in the literature, but they all give a similar result.
In this work, we adopt the definition that t∗ corresponds to the
time when the non-Gaussian parameter, defined as

α2 =
3〈r4(t)〉

5〈r2(t)〉2
− 1, (4)

is maximum. For a Gaussian process, α2 is strictly zero and
a non-zero value implies a non-trivial (i.e., heterogeneous)
dynamics. Figure 2 shows α2 as a function of time for the
average of all monomers, at different temperatures. The same
behavior is observed in every case: at small times, ballistic
movement, which has a Gaussian distribution, is observed
and α2(t) is zero. For intermediate times, α2(t) rises, reach-
ing a maximum (this time is defined as t∗). Eventually, at
long enough times, monomer movement reaches a diffusive
regime and α2(t) decreases approaching zero. It can be seen
in Fig. 2 that when temperature decreases, α2 is larger (het-
erogeneity increases), and the maximum is observed at larger
time (t∗ increases). This behavior is observed in many glass-
formers. It was recently suggested that the breakdown of the
time-temperature superposition (TTS) near the glass transi-
tion temperature is related to the dynamic heterogeneity.47

Figure 3 shows both characteristic times, τα and t∗, as a func-
tion of temperature. The typical behavior of a glass former is
observed: at high temperature, both times converge (homo-
geneous dynamics), and when temperature decreases, τα
becomes larger than t∗. The increase in relaxation times is more
significant at lower temperatures when the glass transition is
approached.

B. Monomer propensity for motion

By using ICEM, the effect of the initial structure on the
dynamics of individual particles can be assessed.25 To this
end, the dynamic propensity for motion is defined as the ICE-
average displacement of monomer i at time t in the total
number of trajectories in the ICE (N IC),

FIG. 2. Non-Gaussian parameter α2(t) at different temperatures. The time of
maximum dynamic heterogeneity t∗ is defined as the time when a α2(t) is
maximum.
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FIG. 3. Characteristic times, τα and t∗, as a function of temperature.

〈∆r2
i (t)〉IC =

1
NIC

NIC∑
w=1

|ri(w, t) − ri(0)|2, (5)

where w corresponds to a certain trajectory of the ICE and
ri(0) is the position of particle i in the initial configuration of
the ICE. Figure 4 shows the average monomer propensity as a
function of time at different temperatures. Propensity behaves
very similarly to mean square displacement (MSD), as the for-
mer is the squared-displacement of a particle averaged over the
ICE and the latter is the squared-displacement over all parti-
cles in a single run. It is observed that the displacement of
a single particle through the different runs of the ICE shows
an important dispersion. Figure 5 shows the frequency dis-
tribution of the displacement of each monomer through the
different runs of the ICE at t∗. As the temperature decreases,
the distribution becomes more asymmetric. This means that
the heterogeneous dynamics manifests not only as a spatial
heterogeneity, but also the dynamics of a given monomer in
the different runs is heterogeneous.28

C. Monomer dynamic correlation

Dynamic correlations between particles in the isoconfig-
urational ensemble must have a structural origin and must be
related to the initial particle configuration as this is the only

FIG. 4. ICE Average propensity at different temperatures, as a function of
time. MSD at 0.50, 0.70, and 1.4 are also shown (dashed line).

FIG. 5. Frequency distribution of the displacement of each particle, normal-
ized with respect to its propensity, at T = 0.54 and t = t∗.

thing in common between the different trajectories of the ICE.
In order to analyze dynamic correlations over the whole set of
ICE trajectories, the Pearson correlation coefficient between
monomer pairs (kij) was used. The value of (kij) for two parti-
cles that are separated by a distance rij = |ri(0) − rj(0)| in the
initial configuration is defined as follows:

kij(rij, t) =
1

Si(t)Sj(t)

NIC∑
w=1

ψi(w, t)ψj(w, t), (6)

where ψi(w, t) = |
(
ri(w, t) − ri(0)| − 〈∆ri(t)〉IC , and Si(t) is

the standard deviation in the displacement of the monomer i
at time t in the ICE.

Pearson’s coefficients can take values between −1 and
+1, and it is a measure of the correlation between displace-
ment of two monomers, relative to the ICE average dis-
placement (propensity) of each monomer.28 A negative cor-
relation coefficient between two monomers implies that a
large relative movement of one monomer is conditioned to
a small relative movement of the other. A positive corre-
lation implies that both monomers tend to present simul-
taneously large or small relative movement. A small value
of the correlation coefficient implies that the relative move-
ment of the monomers is independent of each other. In a
polymer, not every pair of monomers is the same, as both
monomers can belong to the same polymeric chain or to dif-
ferent chains. Moreover, if two monomers belong to same
chain, they can be bonded, or they can be separated by a
number of bonded monomers. Two types of correlations were
considered: inter-chain correlations between monomers that
belong to different chains, identified as AB, and correlations
between monomers, including intra-chain, identified as AA.
The analysis of AB correlations eliminates the trivial higher
correlation between monomers in the same chain, and the
comparison of both allows us to identify the effects of chain
connectivity.

Figure 6 shows the behavior of kij(r, t) at the differ-
ent characteristic times, t∗ and τα, as a function of distance,
at a temperature of 0.54, for the AB case. For every dis-
tance, the correlation at t∗ is higher than at τα. This differ-
ence is higher at the nearest- and second-nearest neighbour
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FIG. 6. (a) kij at T = 0.54 as a function of distance, calculated at the two
characteristic times, t∗ andτα . Only monomers belonging to different polymer
chains (AB) are considered. The Radial distribution function, g(r), is included
in the graph (dashed line). (b) Distribution of kij at the nearest-neighbour
distance for both characteristic times.

distance. This analysis shows that the effect of the structure
(initial configuration) on dynamic correlations is observed at
a time scale of t∗, while at τα, there is no significant structure-
conditioned correlation. This can be expected, considering that
the time scale τα is related to structural relaxation, such that
the system forgets the initial configuration. In addition, it can
be observed that the correlation at t∗ is larger for nearest-
neighbours, which is reasonable considering that at this time
the prevailing dynamic is the cage regime, where each par-
ticle interacts with its nearest neighbours. By looking at the
distribution of kij for rij < 1.5, shown in Fig. 6(b), it can be
observed that the distribution curve at t∗ is placed at larger val-
ues of kij compared to τα, and the mean value is not zero. The
curve for τα is zero for kij > 0.25, while for t∗, it is zero for
kij > 0.58.

Having the values of kij for every pair of monomers, an
average global Pearson’s correlation is calculated as

K(r, t) =
1
ρ(r)

N∑
i,j

kij(rij, t)δ(r − |rij |), (7)

where ρ(r) =
∑N

i,j δ(r−rij). The magnitude K(r, t) reflects the
global dynamic correlation between one monomer and all the
monomers placed at a distance r. Figure 7 shows the behavior
of K(r, t∗) at different temperatures for AA and AB cases. In
both of them and at every temperature, K(r, t∗) oscillates as

FIG. 7. Global correlation as a function of distance for cases AA and AB at
t∗ and different temperatures.

a function of distance, following the oscillations of the radial
distribution function (RDF), shown in Fig. 8. It can be observed
that correlation increases when temperature decreases. At high
temperatures, (T > 1.0), K(r, t∗) approaches zero for rij > 2.5.
Instead, at lower temperatures and as Tg is approached, the
correlation is significant at larger distances. The difference
between the AB and AA case is that there is a higher correlation
at the nearest-neighbour distance for AA, as expected due to
connectivity, but for larger distances, K(r, t∗) for both cases is
very similar. This reflects that the correlation at t∗ is essentially

FIG. 8. Radial distribution function, considering all the monomers, at differ-
ent temperatures.
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intermolecular. Analyzing how the radial distribution function
g(r), Fig. 8, and K(r, t∗) depend on the distance, it can be
noted that when oscillations in g(r) vanish, K(r, t∗) decays
to zero. This establishes the close relationship between the
structuring of the system and the dynamic correlation of the
particles.

D. Nearest-neighbour dynamic correlation
as a function of time

The time evolution of the global dynamic correlation at
the nearest-neighbour distance, K(t), is shown in Fig. 9. The
behavior of the AB case is similar to that of the non-Gaussian
parameter, in that it approaches zero both for short (approach-
ing zero) and long times (t > τα). In the AA case, the correlation
for large times does not go to zero, instead it increases; this
is due to the movement of the whole polymer chain. The time
at which K(t) is maximum is very close to t∗. These results
indicate that correlative movement and dynamical heterogene-
ity seem to be related. This correlative movement, as it is
observed in ICEM, indicates a dynamic correlation dictated
by the structure.

Having defined a measurement of monomer mobility,
which is the propensity for movement, and a movement corre-
lation between nearest neighbours through the Pearson coeffi-
cient, the question arises whether both magnitudes are related

FIG. 9. Global correlation for AA and AB cases, at the nearest-neighbour
distance, as a function of time relative to t∗ at each temperature.

or they behave independently of each other. It was found
that, within a single trajectory, the value of the displacement
correlation function, Cδu, depends on the absolute value of
the displacement (the displacement correlation between large-
displacement particles is higher than the average displacement
correlation), so a similar behavior could be expected between
propensity and Pearson’s correlation.52 Figure 10 shows the
average correlation at the nearest-neighbour distance calcu-
lated at t∗ (ki) as well as the maximum correlation of a particle
with its nearest-neighbours (kijmax ), plotted as a function of
the propensity 〈∆r2

i (t∗)〉IC . There is no evident correlation
between the two variables, meaning that a high correlation
(HC) is not a necessary condition for a high propensity (HP).
This can be ascribed to the fact that while propensity is a
direct ICE-average of displacement, there is a subtle differ-
ence between the Cδu function and K: The former is defined
in terms of the difference between the displacement of a
given particle and the mean displacement of all the particles,
while Pearson’s coefficient is defined in terms of the differ-
ence between the displacement of a particle in a single run
with respect to the propensity of that same particle. Mea-
suring correlations through Pearson’s coefficient represents
an alternative, complementary view of movement correla-
tions, which do not depend on the absolute value of mobility,

FIG. 10. Dispersion plots between the nearest-neighbour correlation and
propensity. (a) Maximum correlation (Kijmax (t∗)) and (b) Average correlation
K(t∗).
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meaning that mobile particles need not to be correlated with
their neighbours. In addition, Pearson’s correlations can be
related to the structure (initial configuration), as will be
discussed in Sec. III E.

E. Clusters of mobile and correlated monomers

It has been established through MD simulations that parti-
cles with similar mobility (high or low) tend to form clusters.
This was observed in single trajectories, where the particles
that present the highest displacement form clusters and move
cooperatively in a string-like fashion,11,12 giving rise to hetero-
geneous dynamics. When an ICE is considered, formation of
similar-propensity clusters is also observed.25 In this section,
we extend the definition of these clusters to include highly
correlated particles. The following groups of monomers are

defined: high correlation, or HC, as the 7% of the monomers
with the largest values of ki(t∗) of the AB case; high propen-
sity, or HP, as the 7% of monomers with the largest value of
propensity; and low propensity, or LP, as the 7% with smallest
propensity. Varying this percentage between 5 and 20 does not
alter the conclusions of the analysis.

Each type of monomer was identified in the ICEs and
the radial distribution function for different pairs was con-
structed. This analysis was performed from the 15 different
ICEs generated (each one constructed from a different initial
configuration) at each temperature, and the results are shown in
Fig. 11. As a measurement of clustering, the coordination num-
ber of the first shell (up to the first minimum in the RDF) of each
type of monomer pair is calculated, and the ratio with the gen-
eral coordination number (from the RDF of all the monomers)
is calculated,

FIG. 11. Radial distribution functions between pairs of the different types of monomers: HC, HP, and LP.
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fcluster(T ) =
ρ(T )Ni(T )
ρi(T )N(T )

, (8)

where ρ(T ) and ρi(T ) are the densities of the whole system
and the subsystem (HC, HP, or LP) at temperature T. N(T ) is
the coordination number of the system, defined as the number
of particles at the first shell up to the first minimum of the
RDF, N(T ) = ∫

1.5
0 4πρg(r)r2dr, and N i is the average coor-

dination number for a particular type. Figure 12 shows the
variation of f cluster(T ) with temperature for different monomer
pairs. It is observed that alike monomers tend to cluster, espe-
cially LP monomers. This indicates that there are clusters of
high-mobility particles and clusters of low-mobility particles,
which is related to the concept of cooperative movement as
explained before. The tendency to cluster for LP monomers
increases significantly when temperature decreases and
approaches Tg.

Surprisingly, these types of monomers present a non-
monotonic behavior. The existence of a maximum has been
observed for some dynamic correlation lengths,40 although
there is some controversy regarding these results. But it has to
be noted that our analysis of f cluster(T ) describes only the clus-
tering to first neighbors; this does not necessarily imply that
the dynamic length of these zones presents the same behav-
ior. It is interesting that the other two types of domains do not
exhibit this behavior.

For the pair HP-LP, the cluster function is lower than one,
indicating that they are structurally anti-correlated. The clus-
ter function of the pair HC-HC is significantly larger than
one, indicating that monomers of this type also form clus-
ters. HC-LP and HC-HP cluster functions are close to one at
high temperatures; although close to Tg, the pair HC-LP show
some tendency to form clusters, while the opposite is true for
the pair HC-HP.

As a final remark, it can be mentioned that clustering
of HC monomers, although it is significant, does not change
appreciably with temperature. On the one hand, the magnitude
of the dynamic correlation K(t) increases with the decrease of
the temperature (as seen in Fig. 9), which means that move-
ment of nearest-neighbours is, on average, more correlated, but
on the other hand, clustering of correlated monomers remains
the same. This increase in K(t) indicates that the dynamics

FIG. 12. The variation of f cluster with temperature for the different monomer
pairs. It is evident that the same types of monomers tend to clusters. Error bars
are the same size or smaller than the symbols.

FIG. 13. Snapshot of an equilibrated system at a temperature of 0.54.
Monomers of different types are represented as isosurface maps, and small
black spheres represent all the other monomers. The orange isosurface
represents the HP, the green are the LP, and blue are the HC.

is becoming more complex and more cooperative, which is
one of the reasons behind the increase in relaxation times,
but this does not imply that clustering of particles with high
nearest-neighbour correlation increases.

In Fig. 13, a spatial configuration of the system at
T = 0.54 is shown, where the positions of the different types
of monomers are represented with isosurface maps in order to
discriminate in a qualitative and simple manner the different
zones in the system. Again, as suggested in Fig. 12, this new
identification of particles, which have high correlation in an
ICE, form clusters in a similar way to that occurring with high-
and low-mobility particles. An interesting observation is that
each type of particles forms different clusters, in agreement
with the fact that correlation and mobility are independent of
each other as discussed before.

In Ref. 44, the authors discriminate two types of particle
populations according to their propensity and their dynamic
correlation with their neighbors. They implement a function,
derived from an information theoretic approach, that mea-
sures the amount of correlation between two probability den-
sity functions of pairs of particles in the isoconfigurational
ensemble. These probability distributions contain the absolute
displacements of the particles in the whole set of trajecto-
ries of the IC. In our case, we take into account relative
displacements with respect to the propensity of each parti-
cle using the Pearson coefficient. The relative displacement of
the particles and then the correlation between pairs of parti-
cles allow us to define a new group or population of particles
which emerge in clustered regions. This new group or popula-
tion of particles, due to their correlated movement character,
can be an alternative description of the cooperative relaxation
regions.

IV. CONCLUSION

The detailed dynamics of a linear polymer in the super-
cooled regime was studied by ICEM, which allows us to estab-
lish correlations between the initial configuration (structure)
of the system and its dynamic behavior. Pearson’s correlation
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coefficient, which is a measure of the correlation in particle
displacement relative to its propensity, was used to analyze
the dynamic correlation between monomers as a function of
time and distance.

This work shows that this magnitude behaves similarly
to the non-Gaussian parameter, and the time of maximum
correlation corresponds to time t∗ of maximum dynamic het-
erogeneity. We also found that, in the temporal scale relevant
to dynamic heterogeneity, the dynamic correlation between
monomers is essentially the same for monomers belonging to
the same chain or to different chains, except for a trivial higher
correlation between bonded monomers. The general dynamic
behavior is similar to that of simple liquids, showing that
chain connectivity has no significant effect on dynamic behav-
ior in supercooling conditions, at least in this non-entangled
regime.

The main result of this work is that dynamic correlation
in the ICE is independent of the monomer mobility: there is
no statistical correlation between the values of Pearson’s coef-
ficient and propensity. As it happens with high-mobility and
low-mobility particles, high-correlation particles tend to form
clusters, but they do not form the same clusters. In this way, the
dynamic correlation conditioned by the structure, measured by
Pearson’s coefficient applied to an ICE, represents an extra tool
for characterizing heterogeneous dynamics in glass former that
allows us to identify zones of highly correlated movement and
complements the more traditional characterization in terms of
mobility.
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